The Future Isn’t What It Used to Be:1
Artificial Intelligence Meets Natural Stupidity2

Part 6: Autonomous Weapons and Natural Stupidity

Editor’s Note: The following is Part 6 in a series that expands upon a presentation given at
the Second Interpreter Science and Mormonism Symposium: Body, Brain, Mind, and Spirit at
Utah Valley University in Orem, Utah, 12 March 2016. A book based on the first symposium,

held in 2013, has been published as Bailey, David H., Jeffrey M. Bradshaw, John H. Lewis,

Gregory L. Smith, and Michael L. Stark. Science and Mormonism: Cosmos, Earth, and Man.
Orem and Salt Lake City, UT: The Interpreter Foundation and Eborn Books, 2016. For more
information, including free videos of these events, see http://www.mormoninterpreter.com.

The fifth article in this series can be found at https://ldsmag.com/how-close-are-we-to-
being-able-to-model-the-brain/

**Figure 1 about here**3

One area of technology that is fraught with momentous consequences is the proliferation of
autonomous weapons — in other words, weapons that have significant capabilities for
performing sensing, reasoning, and decision-making on their own. This was one of many
topics that I explored in depth as a member of the 2015 Defense Science Board Summer Study
on Autonomy.4 While I won’t comment on the details of the study nor try to summarize the
committee’s consensus, I want to share my personal thoughts and concerns about the future
development and deployment of weapons that are capable of operating more or less on their
own. Such weapons, available in both the cyber and the physical domains, will be increasingly
used by adversaries who are not constrained by the principles and ethics that are meant to
govern US policies in this arena.



**Figure 2 about here**

My interest in this topic has grown over the last fifteen years as our research group at the
Institute for Human and Machine Cognition (IHMC) has worked on technological solutions
to the problem of policy-based governance of intelligent systems, with a long-term vision that
embraces the spirit of Isaac Asimov’s laws of robotics.5 We call our digital policy services
framework KAoS.6 Significant efforts are underway at the world’s largest tech companies “to
create a standard of ethics around the creation of artificial intelligence.”7
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Artificial Intelligence as a Pillar of Modern Military Strategy

Over the past fifty years, much of the significant progress in Artificial Intelligence (AI) has
been due to funding from the United States Department of Defense (DoD). The resulting
developments in Al can be grouped into three major waves:9

1. “The first wave (1950—1970) launched the academic field of computer science, opened
an era of discovery and set the foundation for signal processing, computer vision,
computer speech and language understanding.

2. The second wave (1970—1990) saw codification of knowledge in expert systems, using
rule bases, and beginnings of simple machine inference to do reasoning (think things
like computer chess), along with exploration of computer architectures, specialized for
AT applications.

3. The third wave (1990—present) launched the era of large scale robotics, including
autonomous machines, along with real breakthroughs in the use of neural network
architectures, inspired by better understanding of how the brain works.”
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These developments are now seen as so important to the DoD that they have been labeled its
“third offset strategy.”11 Like the Cold War strategies of nuclear deterrence (first offset) and
general technological superiority in the face of decreasing manpower (second offset), it is
hoped that a third offset based on AI would provide a decisive advantage for the US military
in future confrontations.12
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What Are Some of the Challenges?

Several issues complicate the implementation of the “third offset” by the US military,
including the fact that research and development of Al is now generously funded by (and
largely controlled by) private companies rather than the DoD and the fact that the United
States no longer holds a monopoly on significant scientific advances in the field.14

Unlike the nuclear weapons first deployed in World War II, the proliferation of autonomous
weapons would not be constrained by the difficulties of a given nation’s ability in performing
sophisticated refinement of rare elements. Rather it is being helped along rapidly by the
virtually unlimited capacity for just about anyone to share and duplicate the needed software
using worldwide computer networks. In principle, such capabilities could be developed in and
sold from anyone’s garage — so long as that garage has a good Internet connection.

Unlike nuclear weapons, the development and proliferation of intelligent weaponry cannot be
easily monitored or banned. There is no need to solve the long-term Al problem of general
intelligence in order to develop early generations of such weapons — only the development of
limited-scope autonomous capabilities that are custom tailored to specific purposes.15 Like
the combination of bomb-making parts that, until recently, were cheerfully suggested by
Amazon’s recommendation algorithms to anyone who asked the right questions,16 Al



algorithms and code that are “good enough” to include in advanced weaponry are widely
available everywhere.

Add all this to the fact that “weapons” are no longer confined to specialized military hardware
or even conventional computers, but can reside and proliferate in the billions of connected
gadgets of all kinds in our homes, workplaces, and public sites. Security for such devices is a
daunting prospect.17 Billions of such devices are already in use and will easily dwarf the
numbers of traditional computing devices in the coming few years. According to the Defense
Science Board report: “This immense, sparsely populated space of interconnected devices
could serve as a globe-spanning, multi-sensing surveillance system or as a platform for
massively proliferated, distributed cyber-attacks — or as an immense test range for real-
world, non-permissive testing of large-scale autonomous systems and swarms.”18
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In previous articles in this series, we have given examples of the overblown expectations of
scientific researchers about the near-term future of Al. Just to prove that others besides
researchers can entertain wild speculations, at the initial meeting of a National Academies
study some years ago, our group was told that one of the questions one sponsor had asked us
to explore was whether it would be possible to develop an autonomous weapon that could fire
into a crowd and only hit people with hostile thoughts.

Without even entering into the staggering legal and ethical implications of developing such a
weapon, our committee implicitly answered this question on the pure grounds of common
sense, based on decades of data: Today, we hardly know how to build a good, automatic lie
detector, let alone being able to recognize a range of specific psychological states for unknown
individuals in an uncontrolled environment — and (thank heavens!) it’s highly unlikely that
the needed breakthroughs will happen anytime in the next few decades.20



**Figure 7 about here**

The Rise of Cyber Warfare

Cyber warfare is one of the most underappreciated threats of the modern age. Everything in
our economy, infrastructure, and personal lives would come to a grinding halt were such
threats carried out at a large scale. For this reason, the DoD has elevated cyber security as a
“national priority” and has established well-funded organizations to carry out its missions,
such as the “US Cyber Command.”21

The motivation for cyber warfare waged against nations, organizations, and individuals is not
merely political but is also economic. There is a flourishing worldwide “underground
economy” that exploits the money to be made in “cybercrime, money laundering, and
information security” breaches.22 Groups with a “motivation to find exploitable defects in
widely used [software] ... are willing to pay anyone who can find and exploit these weaknesses
top dollar to hand them over, and never speak a word to the companies whose programmers
inadvertently wrote them into software in the first place.”23 Far from the ideals of the
Internet pioneers who imagined open access to informationa across all borders, we are facing
the future of a “splinternet” fragmented by geopolitics and commercial interests.24

Following hard on the heels of the enormous destructive power of two major hurricanes,
damaging wildfires, and an 8.1 magnitude earthquake in Mexico, was the news of the
September 7, 2017 theft of detailed personal and financial information at Equifax. This cyber
disaster affected the lives and credit of up to 143 million people in the United States.25 It has
been called “one of the gravest breaches in history,”26 but it is barely a drop in the bucket in
the sea of information already available online about individuals. It provides a small foretaste
of what portend to be greater confusions and disruptions of people’s private and public lives
ahead.27



Consider not only individual mavericks who manipulate online information for personal
profit or political ends, but more importantly the increasing number of well-financed and
carefully targeted efforts to create misinformation, invent false identities, and disrupt critical
infrastructure with the goal of “wreak[ing] havoc all around the Internet — and in real-life
American communities.”’28 For example, as early as 2008 the DoD publicly disclosed
information “from multiple regions outside the United States, of cyber intrusions into
utilities, followed by extortion demands. ... We have information that cyberattacks have been
used to disrupt power equipment in several regions outside the United States.”29

**Figure 8 about here**

IHMC’s Sol cyber framework, here using simulated data, shows one of the approaches our
research team developed in response to a government request to address the (impossible)
challenge of visualizing and interacting with the entire Internet in real time so as to make
sense of whatever important events were going on at the moment.30 We have had a “live,”
real-time version of such a display continuously working on IHMC’s own network for some
years now. As you watch the “live” display, the graphics make it easy to see continuous waves
of attacks from around the world attempt to penetrate our relatively obscure and unimportant
website.

The patented design of this and similar IHMC-developed displays exploit specific, subtle
properties of human perception and cognition, allowing large numbers of interesting events
to pop out and be assimilated by the ambient vision system.31 In the image, you can see a
projection of a world map at the top, with various patterns of attack moving downward
toward the company network at the bottom, belonging to a specific victim and its primary
financial institution.
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The Future of Artificial Intelligence

Our design philosophy for Sol was consistent with the emphasis of our research group on
creating systems that enable human-agent-robot teamwork (HART) rather than developing
Artificial Intelligence capabilities that are meant to work more or less on their own. A good
illustration of the more common way of thinking in the standalone AI approach can be found
in the work of Alan Turing. Turing, a famous early computer scientist, asked the question,
“Can machines think?” He laid out an experiment in the form of a game.32 The challenger in
the game is given the task of comparing the separate answers of a human and a machine in
order to determine which is which.



By way of contrast to Turing’s game, our question has been “Can humans and machines think
together?” The challenge in designing Sol was not to determine whether a machine could be
so sophisticated that it could fool a human. Instead, Sol was designed as an early experiment
in blurring the line between human and machine thinking — to understand what it might be
like someday for humans and machines to be working together so closely and that it would
seem as if the parties were thinking together.33 To this end, the visual innovations of Sol were
combined with software agents that were designed to collaborate with cyber analysts, working
together to make sense of complex situations in rapid, real time.34 Because cyber attacks can
occur in microseconds, the responsibility for the most rapid kinds of reactions must be
assigned to the agents while deliberative aspects of sensemaking and decision-making can
benefit from a combination of human and machine abilities.

While mainstream researchers in Artificial Intelligence usually reject the prospects of an Al
explosion, singularity, or apocalypse such as those popularized in the media,35 they have
been thinking more deeply of late about the future of Al. As a result of this thinking, there has
been a recent proliferation of research institutions,36 studies,37 articles,38 books,39 blogs,40
and open letters of concerng1 to help assure that both the short- and long-term trajectories of
Al research will follow directions that are both safe and beneficial to society. Far from being
the neo-Luddites these researchers are sometimes painted to be,42 they are some of the top
minds in the field, believers in the potential of Al for the good of humankind.43

**Figure 10 about here**

Combatting Natural Stupidity

Now our brief tour of AI must come to an end. It’s been exciting for me over the years to see
many of the breakthroughs we used to call Artificial Intelligence become assimilated as



ordinary, ho-hum parts of mainstream computer science and engineering.44 I share much of
the optimism of President Gordon B. Hinckley who, like his predecessors, rejected unsound
extrapolations of scripture and statements of Church leaders to justify apocalyptic panic in
the face of natural disasters and technological advances.45 He said:

[The twentieth century] has been the best of all centuries. ... The fruits of science have
been manifest everywhere. ... This is an age of greater understanding and knowledge. ...
This has been an age of enlightenment. The miracles of modern medicine, of travel, of
communication are almost beyond belief.46

I believe that the fruits of science and technology are divine gifts to which it is appropriate to
apply the observation given in D&C 59:20: “And it pleaseth God that he hath given all these
things unto man; for unto this end were they made to be used, with judgment, not to excess,
neither by extortion.”

**Figure 11 about here**47

Do I ever lose sleep over the future of Artificial Intelligence? Only rarely, and that’s usually
when I'm wrestling with a solution to some interesting problem. However, that is not to say
that I don’t sometimes lose sleep over the future in general — for related reasons that are best
illustrated by Boyd Petersen’s account of an incident involving the late Hugh Nibley:48

One day in the early 1950s, Hugh Nibley’s teaching assistant Curtis Wright found Hugh
leaning over his desk, reading from the Book of Mormon, and laughing. Wright asked
Hugh Nibley what was so funny, and he responded that he had discovered an error in the
Book of Mormon. “You did, huh?” Wright asked. “That’s interesting. Let me see it.”

Hugh handed the scriptures over to Wright and pointed to Alma 42:10, which says that
humans are “carnal, sensual, and devilish, by nature.” Wright read the passage and



demanded, “Well, what’s the matter with that?” ... Wright was beginning to think that
Hugh might be ridiculing the Book of Mormon. “So I got a little defensive,” says Wright.
Unable to conceal his contempt, Wright demanded, “How’s it a mistake?”

He responded, “Well, look at Alma, he says that all mankind is carnal, sensual, and
devilish by nature. And he should’ve said they were carnal, sensual, devilish, and stupid.”

No, I don’t worry too much about the future of Artificial Intelligence, but I do over the
consequences of natural stupidity. When Artificial Intelligence meets natural stupidity,
unfortunate things can happen. “I am grateful to know,” wrote Truman G. Madsen, “that
Jesus Christ suffered not only for our sins but for our stupid mistakes.”49 And through the
Atonement of Jesus Christ, declared Elder Jeffrey R. Holland, “we can escape the
consequences of both sin and stupidity — our own or that of others — in whatever form they
may come to us in the course of daily living.”50 May God grant that we may read and
understand the fine print in the hype cycles, discern the “designs which do and will exist in
the hearts of conspiring men in the last days,”51 and, most important of all, rely on divine
wisdom and grace to help overcome our natural stupidity is my prayer.
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